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Introduction

Most measurements of physical quantities involve

both a statistical uncertainty and a systematic un-

certainty. In high energy physics systematic uncer-

tainties play a key role in measurement of physical

quantities, as they are often of comparable scale to

statistical uncertainties.

Typically, systematic uncertainties are not well de-

fined and are not straightforward to determine. They

are also usually not Gaussian distributed, and com-

bining systematic uncertainties from different sources

is problematic. Since even the meaning and definition

of systematic uncertainties are difficult to quantify.

The consideration of issues of uncertainty propaga-

tion and combining is a very important part of plan-

ning of experiments at the LHC (see, for example,

PTDR CMS v.II [1]).

Such type studies [2, 3, 4, 5] often include propos-

als to combine statistical and systematic uncertainties,

techniques to estimate the magnitude of systematic

uncertainties, and the use of standard statistical tech-

niques to take into account systematic uncertainties.
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Recommendation INC-1 by the Working
Group on the Statement of Uncertainties

convened by the BIPM (Bureau
International des Poids et Mesures) [6]

1. The uncertainty in the result of a measurement

generally consists of several components which may

be grouped into two categories according to the

way in which their numerical value is estimated.

– Type A. Those which are evaluated by statisti-

cal methods

– Type B. Those which are evaluated by other

means

There is not always a simple correspondence be-

tween the classification into categories A or B and

the previously used classification into ”random”

and ”systematic” uncertainties. The term ”sys-

tematic uncertainty” can be misleading and should

be avoided.

Any detailed report of uncertainty should consist

of a complete list of the components, specifying

for each the method used to obtain its numerical

value.

2. The components in category A are characterized

by the estimated variances s2
i ( or the estimated

”standard deviations” si) and the number of de-

grees of freedom vi. Where appropriate the co-

variances should be given.
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3. The components in category B should be charac-

terized by quantities u2
j, which may be considered

approximations to the corresponding variances, the

existence of which is assumed. The quantities u2
j

may be treated like variances and the quantities uj

like standard deviations. Where appropriate, the

covariances should be treated in a similar way.

4. The combined uncertainty should be character-

ized by the numerical value obtained by apply-

ing the usual method for the combination of vari-

ances. The combined uncertainty and its compo-

nents should be expressed in the form of ”standard

deviations.”

5. If for particular applications, it is necessary to mul-

tiply the combined uncertainty by an overall un-

certainty, the multiplying factor must always be

stated.

One can see the contradiction between definition

of uncertainty Type B and content in items 3 and

4. Physicists include in notion “systematic uncertain-

ties” both a part of Type A uncertainties and a part

of Type B uncertainties. These uncertainties are con-

sidered in framework of probabilistic approach.
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Figure 1: Typical models to assess systematic uncertainties: uniform distribu-
tion, symmetric triangular distribution, asymmetric triangular distribution,
and Gaussian distribution. The expressions of the most relevant statistical
parameters are reported (S stands for skewness, K for kurtosis) (figure is
taken from [2]).

These pictures describe the possible presentation of

systematic uncertainty with mean value x0. If system-

atic uncertainty is a result of direct measurement then

we see probability density of this uncertainty. Often

systematic uncertainties are used as parameters for

correction of observed value. In this case we can say

about confidence density in figures above.
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Classification of systematic uncertaities

Statistical uncertainties are the result of stochastic

fluctuations arising from the fact that a measurement

is based on a finite set of observations.

Examples of statistical uncertainties include the fi-

nite resolution of an instrument, the Poisson fluctu-

ations associated with measurements involving finite

sample sizes and random variations in the system one

is examing.

Systematic uncertainties arise from uncertainties as-

sociated with the nature of the measurement appara-

tus, assumptions made by the experimenter, or the

model used to make inferences based on the observed

data.

Examples of systematic uncertainties include uncer-

tainties that arise from the calibration of the measure-

ment device, the probability of detection of a given

type of interaction, and parameters of model used

to make inferences that themselves are not precisely

known.

Let us consider systematic uncertainties which are

usually taken into account in experiment.
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In ref.[4] is proposed the classification of systematic

uncertainties.

• Class 1 systematics are uncertainties that can be

constrained by ancillary measurements and can

therefore be treated as statistical uncertainties.

• Class 2 systematics arise from model assumptions

in the measurement or from poorly understood

features of the data or analysis technique that in-

troduce a potential bias in the experimental out-

come.

• Class 3 systematics from uncertainties in the un-

derlying theoretical paradigm used to make infer-

ences using the data.

Class 1 systematics are statistical in nature and will

therefore naturally scale with the sample (special or

regular) size.

A common technique for estimating the magnitude

of systematic uncertainty of Class 2 is to determine

the maximum variation in the measurement, associ-

ated with the given source of systematic uncertainty.

Class 3 systematics do not depend on how well we

understand the measurement per se, but are funda-

mentally tied to the theoretical model or hypothesis

being tested.

The sources of systematic errors can be divided into

two main categories: theoretical and experimental.
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Typical sources of systematic uncertainties

• Luminosity from detector: That part of the lu-

minosity uncertainty that comes from the uncer-

tainty on the luminosity detector acceptance and

efficiency.

• Luminosity from cross section: That part of the

luminosity uncertainty that comes from the uncer-

tainty of the inelastic and diffractive cross sections.

• Signal modeling: The systematic uncertainty aris-

ing from uncertainties in the modeling of the sig-

nal. This includes uncertainties from variations in

the ISR, FSR, and PDF descriptions. It also in-

cludes difference in the hadronization models.

• Detector modeling: The systematic uncertainty

arising from the uncertainty on the event detec-

tion efficiencies for object identification and MC

mismodeling of data.

• Background from MC: The systematic uncertainty

arising from uncertainties in modeling of the dif-

ferent background sources. It includes normal-

izations of uncertainties obtained from theoretical

calculations.
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• Background from data: The systematic uncertainty

arising from uncertainties in modeling of the dif-

ferent background sources that are obtained using

data-driven methods. It also includes the uncer-

tainty on the normalizations of uncertainties, scale

factor and shape as well as the uncertainty on the

multijet modeling and normalization. It also in-

cludes the uncertainty due to MC statistics.

• Particle identification and misstagging: The sys-

tematic uncertainty coming from the uncertainty

on the identification of particles and mistag rate

and shape modeling.

• JES and Emiss
T scale: The JES uncertainty which

originates from limitations in the calibration data

samples used.

The part of systematic uncertainties depends on

the integrated luminosity of experiment. The another

part depends on statistics in ancillary measurements

during experiment and, correspondingly, has internal

limitations. Third part has not dependence from any

experimental data.
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Of course, systematic uncertainties depend on real

study. We present here several typical values.

• Luminosity: the uncertainty coming directly from

LHC machine estimation is about ±20%. The cur-

rent estimation in detector from the understand-

ing of the online luminosity monitors is that the

absolute luminosity calibration for the detector will

be around 5% for integrated luminosity ∼ 1 fb−1.

• Lepton identification and trigger efficiencies for

lepton candidates can be measured in data by us-

ing the ’tag and probe’ strategy. A systematic un-

certainty of a few percent is expected after a few

hundred pb−1 of data taking.

• The sensitivity of an analysis to the miscalibration

and misalignment effects has been estimated of a

few percent to an integrated luminosity of 10 pb−1.

• A 5% precision or better is expected in a stable

mode of operation of detectors for Emiss
T resolution.

• Overall, the total error coming from jet quantities

(jet reconstruction + JES) is about 10%.

• PDF uncertainties and NLO corrections are ob-

tained in several analyses close to 5%.

• Normalization for background: a 5% uncertainty

is considered for the Drell-Yan background and

10% for the di-boson production (Higgs to two W

study).

• The contribution on the error from the finit MC

statistics for the signal is about 5%, while it is

about 10% for the background.
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Treatment of systematic uncertainties

We measure the random variable to estimate the pa-

rameter of model which describe the behavior of this

random variable. Let consider a simple example [7].

Random variable x with parameters µ and σ = const

x ∼ N (µ, σ). (1)

Probability density function here is

ϕ(x|µ, σ) =
1√
2πσ

e
−(x−µ)2

2σ2 . (2)

We can write

x = µ + ǫ, (3)

where ǫ ∼ N (0, σ) and µ is a constant.

Let we have got x̂ realization of x. It is an unbias

estimator of parameter µ, then

µ = x̂ − ǫ. (4)

As known (−ǫ) ∼ N (0, σ), because of the symmetry

of the bell-shaped curve about its central point, i.e.

µ|x̂ ∼ N (x̂, σ). (5)

It means that we construct the confidence density

of the parameter

ϕ̃(µ|x̂, σ) =
1√
2πσ

e
−(x̂−µ)2

2σ2 . (6)
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We see the uncertainty in determination of param-

eter is associated with probability. Clear, in this case

the notation µ = µ̂ ± σ means ϕ̃(µ|µ̂, σ) = 1√
2πσ

e
−(µ̂−µ)2

2σ2 ,

i.e. we can describe the systematic uncertainties via

confidence densities [8,9].

It allows to combine the error estimates of sev-

eral uncertainties into the overall uncertainty using

a root sum-of-the-squares approach. Application of

root-sum-square combination of systematic uncertain-

ties is based on the assumption of independent and

Gaussian errors.

As mentioned above the systematic uncertainties

usually not Gaussian distributed. For example, dis-

tribitions of efficiencies are asymmetric. In this case

the combination of different systematic uncertainties

by standard methods is problematic.

Of course, if we know the probability density of un-

certainties during planning of experiment we can use

MC experiments to imitate the possible result and to

construct the confidence density for this result. It is

usual practice in preparing of experiments and it is

done for experiments at LHC.
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Systematic uncertainties in real experiment

The same issues take place for result of real experi-

ment. We have observed value with experimental er-

rors and a set of estimators for systematic uncertain-

ties. How to present result of the experiment ?

The problem with numerical expression and pre-

sentation of experimental data has a long story (for

example, ref.[10]).

By the using of notion confidence distributions (and,

correspondingly, confidence densities) all sources of

uncertainties can be included in a logically consistent

way to description of overall uncertainty.

The principle of such way is shown in Fig.2.
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Figure 2: Confidence density function resulting from the sum of two quantities, each described
by an asymmetric triangular p.d.f. with x0 = 0.5, ∆x+ = 0.5 and ∆x

−
= 1.5 (figure is taken

from [2].
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Conclusions

• We discuss the issues related to systematics in ex-

perimental data.

• We consider the possibilities both for classifying

and estimating of them and for implementing the

estimators of systematic uncertainties in the data

analysis of experiments at LHC.

• The confidence distribution is a very useful tool

in statistical reporting, and should be a competi-

tive frequentist analogue of the Bayesian posterior

distribution.

• We use this notion in statistical studies during

preparing experiments at LHC [11,12].
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